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1.

1.1.

Informacion: definicion y elementos

Definimos un dato como una coleccion de hechos considerados de forma aislada, es
decir, los datos tienen un significado, pero en general no son de utilidad por si solos. En
sentido general, la informacién es un conjunto organizado de datos procesados que
constituyen un mensaje sobre un determinado fenémeno.

Actualmente el procesamiento de la informacién, gracias a la evolucién de la
informatica y las nuevas tecnologias se ha convertido en uno de los puntales mas
importantes de nuestra sociedad hasta el punto de hablar de Sociedad de la
informacion y comparar el cambio que ha experimentado nuestra sociedad con la
incorporacién de los ordenadores y la expansion de las redes de comunicaciones en
todos los ambitos de la vida. Las TIC (Tecnologias de la Informacién y las
Comunicaciones) constituyen hoy el mismo factor de transformaciéon que en su
momento tuvieron la imprenta o la maquina de vapor durante la Revolucién Industrial.

De hecho una de las industrias actuales mas importantes es la Industria de la
comunicacién de datos y todo lo asociado a las TIC es un sector muy pujante en la
actualidad.

Elementos de un sistema de informacion

Para el tratamiento de la informacién, se requiere que sea transmitida de un lugar a
otro, y para esto son necesarios los siguientes elementos:
El emisor : fuente u origen de la informacién
El medio o canal de transmisién: mediante el cual se realiza la transmision de la
informacion. Hay de muchos tipos siendo uno de los mas importantes el aire pero
también sistemas como cables de cobre, fibra dptica, canal IDE, canal SATA, buffer
de memoria, canal de radiofrecuencia, etc ...
El receptor : quien recibe la informacion
El mensaje: la informacién transmitida. Entre el emisor y el receptor deben utilizar
un lenguaje y una forma de actuar que sea entendido por ambas partes. Al
lenguaje se le llama cédigo y a la forma de actuar en la transmisién de informacion
se llama protocolo.

Representacion de la informacion

Un ordenador es una maquina que procesa informacion. La ejecuciéon de una tarea
implica la realizacion de unos tratamientos, segln especifica un conjunto ordenado de
instrucciones (es decir, un programa) sobre unos datos. Para que el ordenador ejecute
un programa es necesario darle informacién de dos tipos:

Instrucciones que forman el programa

Los datos con los que debe operar ese programa

Entonces, ;como se representa la informacién con la que trabaja el computador? Segin
la RAE, los datos son la representacion de la informaciéon de manera adecuada para su
tratamiento por un ordenador. De hecho, uno de los aspectos mas importantes
relacionado con la informacién, es como representarla. Normalmente se le da al
ordenador en la forma usual escrita que utilizan los humanos, es decir, con ayuda de un
alfabeto o conjunto de simbolos, los caracteres.
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Podemos considerar que existen dos niveles en la representacion de la informacion
Nivel de representaciéon externa: usada por las personas e inadecuada para el
ordenador
Nivel de representaciéon interna: adecuada al ordenador y no inteligible
directamente por el ser humano.

Los caracteres que se utilizan para la representacion externa son:
Numéricos: constituidos por las diez digitos en el sistema decimal
Alfabéticos: letras mayusculas y minudsculas
Especiales: simbolos no incluidos en los grupos anteriores, como:), (, *, /, +,-, [, ]...
De control: representan drdenes de control, como el caracter indicador de fin de
linea. Muchos de ellos son generados e insertados por el propio ordenador.
Graficos: simbolos con los que se pueden representar figuras elementales.

Veremos, a continuacién, cdmo estos caracteres usados en la representacion externa
son representables en los ordenadores (representacion interna). Este paso de una
representacion a otra se denomina codificacién y el proceso inverso decodificacion.

Los elementos basicos que constituyen un ordenador son de naturaleza binaria, ya que
solo pueden adoptar dos valores, 0 y 1 (corresponden a dos niveles de tensién, dos
valores de corriente, dos situaciones de una lampara...). Los sistemas binarios son mas
fiables, por su mayor inmunidad frente al ruido, y mas sencillos de construir al
contemplar uUnicamente dos valores, de ahi su idoneidad para la representar
informacion en un ordenador.

Al tener que traducir toda la informacidn suministrada a ceros y unos, es necesario
establecer una correspondencia entre el conjunto de todos los caracteres: {A, B, C,
D,...Z, a, b, ¢,...z, 0, 1,...9, /, +,...} y el conjunto binario: {0, 1}" de forma que a cada
elemento del primero le corresponda un elemento distinto del segundo. Por ejemplo, si
queremos representar las cinco primeras letras mayusculas del alfabeto, podemos
establecer la siguiente correspondencia:

Caracter Cddigo
A 100
B o1
C 110
D 11
E 101

Como se ve en este ejemplo, se ha establecido una correspondencia entre el conjunto
{A, B, C, D, E} y el conjunto {o, 1}3. Aqui hemos utilizado el nimero minimo de bits
necesarios para representar estas 5 letras, es decir, tres (en este caso, n debe ser al
menos 3).

Para realizar las operaciones aritméticas sobre datos numéricos, el propio ordenador
efectta una transformaciéon de la representacion en cdédigos de E/S a una
representacion basada en el sistema de numeracién en base 2, que resulta mas
adecuada.

Ala hora de hablar de cdmo representar la informacion, hay que distinguir previamente
qué tipo de informaciéon queremos representar: nimeros enteros, reales, caracteres,
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imagenes...En funcién del tipo de informacién a representar, deberemos decantarnos
por unos métodos de representacién u otros:

Representacién de nimeros enteros

Representacion de cédigos intermedios

Representacion de nimeros reales

Representacién de caracteres

Representacion de imagenes

Representacion de nimeros enteros

Para empezar a comprender como procesa informacién un ordenador, debemos
entender primero cémo representar las cantidades. Para poder cuantificar la
informacidn se desarrollaron los sistemas de numeracién que pueden definirse de la
siguiente manera:
Un sistema de numeracién es el conjunto de simbolos y reglas que se utilizan para
la representacion de los datos numéricos o cantidades.
Un sistema de numeracidn se caracteriza fundamentalmente por su base, que es el
numero de simbolos distintos que utiliza, y ademas es el coeficiente que
determina cual es el valor de cada simbolo de acuerdo a la posicién que ocupa.
Los sistemas de numeracion actuales son sistemas posicionales que representan
cualquier nimero como una secuencia de cifras, contribuyendo cada una de ellas
con un valor que depende de la cifra en si y de su posicion en la secuencia. Un
numero N se representaria como una secuencia de cifras: N = n,n,n,,nn,
Siendo el valor numérico del nimero N interpretado en base b:
N=>n*b>+n,*b' +n,*b%°+n,*b"'+n,*b?

Ejemplo:
Base = 10 = Conjunto de simbolos = {o, 1, 2, 3, 4,..., 9}
3278,52 = 3000 + 200 + 70 + 8 + 0,5 + 0,02 = 3*¥10° + 2%10” + 7%10' + 8*%10° + 5*10" + 2*10™

El sistema que utilizamos habitualmente es el sistema decimal, aunque es posible usar
cualquier base. Nos centraremos en las siguientes:

Base 2 (b = 2): sistema binario natural. Alfabeto = {0, 1}.

Base 8 (b = 8): sistema octal. Alfabeto = {o...7}.

Base 10 (b = 10): sistema decimal. Alfabeto = {0...9}.

Base 16 (b = 16): sistema hexadecimal. Alfabeto = {0...9, A...F}.

En un sistema con base b los digitos posibles son: 0, 1,..., b,. Con n digitos se pueden
representar b, nimeros posibles, desde el 0 hasta el b,

Sistema binario

En este sistema la base es 2. Permiten representar perfectamente la informacién en los
sistemas digitales. Los digitos posibles son 0 y 1. Un digito en sistema binario se
denomina “bit”.

Con n bits se pueden representar 2" nimeros, donde el bit de mayor peso se denomina
bit mas significativo o MSB (“Most Significant Bit”), y el bit de menor peso se denomina
bit menos significativo o LSB (“Least Significant Bit”). Ejemplo:
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MSB LSB
(1001010}, = 1*26 + 1*23 + 1*21 = 74,

Transformaciones de base binaria a decimal

Para transformar un nimero representado en el sistema binario a su representacién en
decimal, Unicamente hay que aplicar el teorema fundamental de la numeracién, visto un
poco mas arriba.

Transformaciones de base decimal a binaria
Para transformar un nimero de decimal a binario, se transforman de forma
independiente la parte entera y la parte fraccionaria, y después se concatenan los
resultados obtenidos.
Parte entera: ir dividiendo entre 2 la parte entera del nimero decimal original y,
sucesivamente, los cocientes que se van obteniendo. Los restos de estas
divisiones y el ultimo cociente son las cifras binarias. El Gltimo cociente es el bit
mas significativo y el primer resto el menos significativo.
Parte fraccionaria: ir multiplicando por 2 la parte fraccionaria del nimero decimal
original y, sucesivamente, las partes fraccionarias de los nimeros obtenidos. El
numero binario se forma con las partes enteras que se van obteniendo.

i 2
7 38 |2
77),, = 1001101), = 64+8+4+1 R
'\x 0 1 9 2
X R 4| 2
L I
~ 0 1

011875)1: = 0,0011}2 = 1/8+1/16
0.1875 0.3750 0.75 0.5
X 2 X 2 x 2 X 2
0375 0.75 1.5 1.0

Operaciones aritméticas
Para la realizacién de operaciones aritméticas en el sistema binario se utilizan las
siguientes tablas:

SUMA | | RESTA | PRODUCTO | | DIVISION
D+0=0 D-0=0 0:-0=0 0/ 0 = Indetermuin
0+1=1 0-1=1ydebol 0:1=0 0/1=0
1+0=1 1-0=1 1:0=0 1/0=00
=]

1+1=0y llevo ] 1-1=0 1-1=1

Operaciones légicas
Las operaciones légicas en el sistema binario se realizan bit a bit y, para ello, se utilizan
las siguientes tablas:
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OPERACION XOR

SUMA LOGICA PRODUCTO COMPLEMENTO ‘
(OR) LOGICO (AND) (NOT) _ 00=0
D+-0=0 D D=0 | 0 @ 1=1
; 0=1 ‘ 1 POo=1
( =1 0:-1=0 =0 | 1D1=0
1+0=1 1'0=0
1+1=1 1-1=1

2.2. Representacion de codigos Intermedios

SISTEMA OCTAL

En este sistema la base es 8, por tanto, los digitos posibles son {o, 1, 2, 3, 4, 5, 6, 7} y con
n digitos se pueden representar hasta 8" numeros. El objetivo es poder expresar de
forma mas abreviada secuencias de 0’s y 1’s.

Transformaciones de base binaria a octal y de octal a binaria

Las conversiones octal-binario y binario-octal pueden hacerse facilmente. El paso de
binario a octal se efectia formando grupos de tres cifras (b=8=2°) a derecha e izquierda
del punto decimal y efectuando la conversién a octal de cada grupo individual (basta
con memorizar el equivalente binario de cada cifra octal). Para pasar de octal a binario,
cada cifra octal se convierte individualmente a binario manteniendo el orden del
numero original.

Ejemplo: pasar el niumero octal 17352,16); a binario.
Se toma cada digito octal y se sustituye por la expresion binaria correspondiente:

Octal: 1 7 3 5 2 , 1 6
Binario: 001 111 on 101 010 : 001 110

Con esto nos queda: 001111011101010,001110), (los ceros a la izquierda y a la derecha se
pueden eliminar).

Este cédigo se utiliza cuando el nimero de bits a representar es multiplo de 3, para
aprovechar mejor la capacidad de almacenamiento.

Transformaciones de base octal a decimal y de decimal a octal

Para pasar de octal a decimal, basta con aplicar el teorema fundamental de la
numeracién. Para pasar de decimal a octal, se pasan independientemente la parte
entera (realizando divisiones sucesivas entre 8) y la parte fraccionaria (realizando
sucesivas multiplicaciones por 8) y después se concatena el resultado (de forma similar
al caso binario).

1375 =1*8” + 3%8'+ 7%8° = 95,

SISTEMA HEXADECIMAL

Se tiene que la base es b= 16 y, por tanto, es necesario disponer de un alfabeto de 16
simbolos: {o, 1, 2, 3, 4, 5, 6, 7, 8, 9, A, B, C, D, E, F}. Algunas de las notaciones mas
habituales de los nimeros en sistema hexadecimal son:

23AF16 = 23AFhex = 23AFh = 0x23AF = 0x23 0xAF
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Un digito hexadecimal permite representar lo mismo que 4 bits (ya que 2%=16). Un digito
hexadecimal se denomina también “nibble”. Dos digitos hexadecimales equivalen por
tanto a 8 bits. El conjunto de 8 bits o dos digitos hexadecimales, se denomina “byte”.

Transformaciones de base binaria a hexadecimal y de hexadecimal a binaria

Las conversiones hexadecimal-binario y binario-hexadecimal se realizan practicamente
de la misma manera que en el caso octal. La unica diferencia estriba en que las
agrupaciones deben ser en este caso de 4 bits, en lugar de grupos de 3 bits.

Ejemplo: pasar a binario el nimero hexadecimal 7B3,F);s.
Se toma cada digito hexadecimal y se sustituye por la representacion binaria
correspondiente:

Hexadecimal: 7 B 3 , F
Binario: 0111 1011 oom 1111

Con esto nos queda: 011110110011,1111), (los ceros a la izquierda y a la derecha se pueden
eliminar)

Transformaciones de base hexadecimal a decimal y de decimal a hexadecimal

Las conversiones entre el sistema decimal y hexadecimal se realizan igual que en el
sistema binario, sin mas diferencia que tener en cuenta que, en este caso, la base es 16.
Para pasar de hexadecimal a decimal, basta con aplicar el teorema fundamental de la
numeracién. Para pasar de decimal a hexadecimal, se pasan independientemente la
parte entera (realizando sucesivas divisiones entre 16) y la parte fraccionaria (realizando
sucesivas multiplicaciones por 16) y después se concatena el resultado.

2.3. Representacion de nimeros reales

Para la representacion de nimeros reales, normalmente se utiliza la notacién en coma
flotante (también llamada punto flotante o notacién exponencial) de la siguiente forma:

N = MxB*® donde M =mantisa, B =base, E = exponente

Es posible cambiar la representacion de N, sin cambiar su valor, simplemente
aumentando (disminuyendo) en una unidad E y dividiendo (multiplicando) M por B.
13257, 35%10C
1,325735x10%
13257, 35 - < 0,1328735x105

1325%7315%10-7

Habitualmente, se utiliza la representacién normalizada IEEE754, cuyo esquema es el
siguiente:

[s]T e | m ]
1bit nebits nm bits
donde el significado de cada campo es:

1. Campo de signo:

S =0 - N° positivo.

S =1-> N° negativo.
2. Campo del exponente:

entero sesgado, donde S=2"""-1 > e=E+S
3. Campo de la mantisa:
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Cuando el 1 mas significativo de la mantisa se encuentra en la posicién o (de
las unidades) el nimero se dice que estd normalizado.
101,111X27° = 1,01111x2-3; 0,0011x2’ = 1,1x2*

El campo de la mantisa sélo almacena la parte fraccionaria del nimero
normalizado, puesto que el 1 siempre estara (se dice que estd implicito).
Cuando el procesador extraiga el dato de la memoria, tendra que anadir 1:

Portanto1«sM<2 M =1,m
Ejemplo: 101,111X2-° = 1,01111X2°~ m = 011110...0

Ejemplo:
Calcular el nimero real en base 10 correspondiente a la ristra de 32 bits C0580000)16 que
se encuentra en formato IEEE 754 de simple precisién (n=32 bits, con n.=8, luego n,=23):

1. C0580000)16 = 1100 0000 01011000 0000 0000 0000 0000)2
110000000 10110000000000000000000)2
2. s=1 = negativo (-)
_ _ i . g’ - — _ —
€=10000000),=128),; €=E+S; S=27-1),,=127),, > E=€-5=128-127),0=1):0
mM=10110000000000000000000), = M=1.m=1.10110..0), = M=1.1011),
N=-M*2°=-1.1011),%2'=-11.011),%2°=-11.011),=-3.375 )0

Vs W

2.4. Representaclon de caracteres

Para la representacion de caracteres se utilizan los denominados cédigos de
entrada/salida (E/S) o cédigos externos, cédigos que asocian a cada caracter (alfabético,
numérico o especial) una determinada combinacién de bits. En otras palabras, un
coédigo de E/S es una correspondencia entre los conjuntos:
a={o,1,2,..,9AB,..,Y,Z,ab,..,v,2,%),(/ %5, ..}
B={o, 1}n

El nimero de elementos m de a depende del dispositivo o sistema informético que se
esté utilizando. En general, con n bits podremos codificar m = 2" simbolos distintos.

Existen cédigos de E/S normalizados que suelen ser utilizados por los fabricantes de
ordenadores:
Cédigo BCD de intercambio normalizado (Standard Binary Coded Decimal
Interchange Code): normalmente, este cédigo utiliza 6 bits, con lo que puede
representar 2° = 64 caracteres. A veces se afiade a su izquierda un bit adicional
para verificar posibles errores en la transmisién o grabacién (bit de paridad), con
lo que cada caracter queda representado por 7 bits.
Las cuatro posiciones de la derecha se denominan bits de posicion. Los dos
siguientes bits hacia la izquierda se denominan bits de zona, siendo éstos 00 para
los caracteres numéricos. El dltimo bit es opcional, de verificacién.

Verificacion Bits de zona Bits de posicién
6 5 [ E 3 | 2 [ I [ 0

Cédigo EBCDIC (Extended Binary Coded Decimal Interchange Code): utiliza 8 bits
para representar cada caracter, por lo que puede codificar hasta 256 simbolos
distintos. Esto posibilita representar una gran variedad de caracteres: incluye las
letras minusculas y muchos simbolos especiales. También es posible (se hace con
las combinaciones que empiezan por 00) codificar caracteres que suministren
ordenes o sefales de control.
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Cédigo ASCIl (American Standard Code for Information Interchange): utiliza 7 bits
(128 caracteres representables). Este cédigo es de los mas utilizados, se puede
decir que la mayor parte de las transmisiones de datos entre dispositivos se
realizan en esta codificacién. Se suele incluir un octavo bit a la izquierda para
detectar posibles errores de transmisién o grabacién (bit de paridad). El cédigo
ASCII de 8 bits se denomina cédigo ASCII extendido.

UNICODE: creado en 1991 para tener cédigos alfanuméricos estandar, comunes en
todas las regiones (se utiliza el mismo cédigo UNICODE para idiomas Chino, Arabe,
etc.). Es un cédigo de 16 bits, el mds moderno, desarrollado como estandar. Es una
ampliacién del cédigo ASCII de 8 bits, para poder codificar distintos juegos de
caracteres (latino, griego, arabe, kanji, cirilico, etc). Algunas versiones son: UTF-8,
UTF-16,...

2.5. Representacion de Imagenes

Ala hora de codificar una imagen podemos utilizar diferentes procedimientos:

Mapas de bits: las imagenes estan compuestas por infinitos puntos, donde cada
punto tiene un nivel de gris o un color.
Hay que determinar cuantos puntos vamos a considerar ya que no podemos
almacenar y procesar infinitos puntos
Hay que asociarles un nivel de color o de gris: el nivel asociado sera la media
de los puntos representados
Consideraremos que una imagen esta formada por una matriz de pixeles
(elementos de imagen).
Hablaremos de resoluciéon de la imagen en términos de nimero de
elementos por linea * Nimero de elementos por columna
Para representar una imagen se almacenan sucesivamente los atributos de los
pixeles, por ejemplo de izquierda a derecha y de arriba abajo
Ejemplo: BMP, JPEG,...
Mapas de vectores: las imagenes se representan como colecciones de objetos
(Iineas, poligonos, textos,...) y los objetos se modelan mediante vectores y
ecuaciones.
Al visualizar la imagen en pantalla se evaltan las ecuaciones y se escalan los
vectores para generar la imagen
Son adecuadas para graficos geométricos, pero no para imagenes reales
Ocupan menos espacio que los mapas de bits, son mas faciles de procesar o
escalar, pero la calidad de la imagen es peor.
Ejemplos: EPS, TrueType...

Las imagenes pueden representarse en escala de grises o en color, donde en la
representacion en escala de grises, cada pixel tiene asociado un valor medio de gris

Normalmente cada pixel puede tomar 256 valores distintos (1 byte) y las
representaciones de color mas conocidas son:

RGB: la intensidad media de los colores primarios rojo (R), verde (G) y azul (B) se
codifica por separado.

CYMK: el color se representa mediante el cian (C), amarillo (Y), magenta (M) y
negro (K).
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3. Comunicacion de la informacion

La transmision de informacion tiene caracter unidireccional y unilateral, lo que altera la
esencia interactiva del proceso comunicativo, o sea, el proceso comunicativo deja de ser
tal si no garantiza interaccion social, intercambios, interinfluencias, retroalimentacién.
Asi, el proceso humano a través del cual se transmiten ideas, opiniones, puntos de vista
de un emisor a un receptor, sin que medie la interaccién social, la interinfluencia y la
retroalimentacion se considera transmisién de informacion.

El proceso comunicativo incluye la transmisiéon de informacién, la que propicia o
favorece la interaccion social, el intercambio de sentimientos, opiniones, o cualquier
otro tipo de informacién mediante el habla, la escritura u otros cédigos, y tiene caracter
bilateral y bidireccional, posibilita la apertura y cierre de ciclos comunicativos y en todos
los casos hay retroalimentacion.

En el proceso de transmisidon de informacién, el mensaje es un fin y en el proceso
comunicativo el mensaje es un medio.

Asi, gestionando las posibles relaciones entre usuario y ordenador tendremos:
El usuario introduce datos en el ordenador para que sean procesados y produzcan
unos resultados de salida.
El usuario debe codificar sus ideas mediante el cédigo de un lenguaje reconocido
por el ordenador.
El usuario debe utilizar un dispositivo adecuado o canal de transmision para
transmitir el mensaje al ordenador.
Para que el mensaje llegue integro a la memoria del ordenador debe transmitirse
sin perturbaciones. Esto hace necesario utilizar un adaptador periférico-ordenador
adecuado al dispositivo transmisor empleado.
Para poder “enterarse” de la idea del usuario, subyacente en el mensaje, el
ordenador debe traducirlo a lenguaje maquina.

Por dltimo, en la comunicacion usuario-ordenador tenemos:

El sistema operativo del ordenador hace que se procese la informacién recibida en
el sentido esperado por el usuario, siempre que su arquitectura y filosofia le
confieran capacidad para realizarlo, y que no hayan entrado elementos
perturbadores junto con el mensaje.

El ordenador debe transmitir, utilizar o almacenar los resultados obtenidos en la
forma que le haya sido indicada, para lo que tendrd que utilizar un adaptador
adecuado.

El proceso de comunicacién de la informacién, se puede resumir con la siguiente
férmula:

Comunicacion = intercambio de informacion = Emisor, Receptor y Canal o Sistema de transmision
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3.1. Elementos de un sistema de comunicacion digital

e + e +
I EMISOR I I RECEPTOR I
Fmm——————— o ————— + e ——————————— +
L4 A
: t - t t
|  CODIFICACION I |  DECODIFICACION |
| DE LA INFORMACION | | DE LA INFORMACION |
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El emisor es el encargado de generar la informacién a transmitir. Dependiendo del
tipo de informacion, esta se codifica, mediante la transformacién mas adecuada.
Luego, si es necesario, los datos se encriptan para que no puedan ser
interceptados. Opcionalmente, se comprimen para reducir su tamafio y asi
aumentar la velocidad de transmision. Antes de enviar los datos, se realiza una
nueva codificacién orientada a que el receptor pueda detectar y corregir errores.
Para enviar los datos, estos se transforman en una sefial analégica que pueda ser
enviada a través del canal de comunicacién.

En la recepcion se realiza el proceso inverso. Se decodifica la sefial analégica, se
detectan y corrigen posibles fallos. Si procede se descomprimen los datos y se
desencriptan. Y por ultimo se decodifica la informacién de forma que esta pueda
ser comprendida por el receptor.

NOTA: la codificaciéon de la informacidn la hemos visto en el punto anterior de
representacion de la informacion.

3.2. Encriptacion de datos en las comunicaclones

La aparicion de la Informatica y el uso masivo de las comunicaciones digitales, han
producido un nimero creciente de problemas de seguridad. Las transacciones que se
realizan a través de la red pueden ser interceptadas, y por tanto, la seguridad de esta
informacion debe garantizarse. Este desafio ha generalizado los objetivos de la
criptografia para ser la parte de la criptologia que se encarga del estudio de los
algoritmos, protocolos (se les llama protocolos criptogréficos), y sistemas que se
utilizan para proteger la informacién y dotar de seguridad a las comunicaciones y a las
entidades que se comunican.

El tipo de propiedades de las que se ocupa la criptografia son por ejemplo:

Confidencialidad: garantiza que la informacién esta accesible unicamente a
personal autorizado. Para conseguirlo utiliza cédigos y técnicas de cifrado.
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Integridad: garantiza la correcciéon y completitud de la informacién. Para
conseguirlo puede usar por ejemplo funciones hash.

No repudio: permite vincular un documento o transaccién a una persona o un
sistema de gestion criptografico automatizado. Cuando se trata de una persona,
se trata de asegurar su conformidad respecto a esta vinculacién (content
commitment) de forma que pueda entenderse que la vinculacién gestionada
incluye el entendimiento de sus implicaciones por la persona.

Autenticacién: es decir proporciona mecanismos que permiten verificar la
identidad del comunicador. Para conseguirlo puede usar por ejemplo funcién hash
criptografica MAC.

3.3. Compresion de datos en las comunicaclones

Opcionalmente, estos simbolos codificados (y encriptados si es necesario) pueden ser
comprimidos con el fin de conseguir una velocidad de transferencia mayor.

Dentro de los diferentes algoritmos de compresiéon tenemos dos variantes: con pérdida
o sin pérdida de informacion:

1. Compresidn sin pérdida (Lossless): que, a su vez se dividen en dos tipos:

a. Compresores estadisticos: algunos ejemplos de este tipo de compresores son:
Compresores del tipo Huffman o Shannon-Fano: codificacién
inversamente proporcional a la probabilidad de aparicion del mensaje.
Compresores aritméticos: compresor también basado en la probabilidad
de aparicion de un mensaje, pero en este caso para la representacion se
utiliza un nimero en coma flotante.

Compresores predictivos: pretenden predecir el siguiente mensaje a
transmitir partiendo del conocimiento que se tiene de los mensajes
enviados hasta el momento.

b. Compresores basados en diccionario o sustitucionales:

Compresiéon RLE: compresor de los menos eficaces pero de los mas

sencillos. Se basa en la sustitucion de caracteres repetidos por un

caracter mas el nimero de repeticiones. De dicho caracter

Compresores Lempel-Ziv (LZ):
LZ78: esta técnica consiste en la elaboraciéon dinamica de un
diccionario donde se iran almacenando las cadenas aparecidas
hasta el momento y a las que se le iran asignando identificadores,
de forma que si aparece una cadena que ya esta en el diccionario,
se enviara su identificador.
LZ77: este método guarda un registro de caracteres enviados, pero
no construyen un diccionario propiamente dicho, sino que
mantienen una "historia (o ventana)"” de la entrada y un "buffer de
adelantamiento". Este método de comprension es utilizado en la
mayoria de los compresores actuales, por ejemplo, hacen uso de él
PK-ZIP, RAR, ARJ, etc.

c. Compresores hibridos o de dos fases: los compresores actuales utilizan
ambos métodos (estadisticos y sustitucionales) para comprimir de manera
mads dptima.

2. Compresion con pérdida de informacién: se utiliza sobre todo para la codificacion
de archivos multimedia, dénde no es tan importante que la informacién recibida
sea exacta y si es muy importante la capacidad de comprensién.

a. Caodificacién diferencial: la secuencia de valores son representados como la
diferencia con respecto a un valor previo.
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b. Compresién basada en transformadas: se basa en la representacién de la
imagen muestreada en términos de contenido de frecuencias de la imagen.

c. Cuantizacién de vectores: division de la imagen en rectangulos de tamafio
fijo y se basa en la utilizacién de un "libro de cédigos" que se crea
previamente, a raiz de las estadisticas de un grupo de imagenes de prueba
que son similares en contenido a la imagen que se va a comprimir.

d. Compresidn fractal: similar a la anterior técnica, pero en vez de seleccionar el
bloque del libro mas parecido, se puede aplicar una transformacion
geométrica a los bloques del libro de cédigos para hacerlos coincidir mejor
con el bloque de pixeles que esta siendo evaluado.

e. Técnicas de compresién de imdgenes en movimiento (interframe): la
comprension se basa por la eliminacién de redundancia que se produce por
las minimas diferencias entre imagenes sucesivas.

3.4. Redundancia de datos

Las redes deben ser capaces de transferir datos de un dispositivo a otro con total
exactitud, si los datos recibidos no son idénticos a los emitidos, el sistema de
comunicacion es inatil. Sin embargo, siempre que se transmiten de un origen a un
destino, se pueden corromper por el camino. Los sistemas de comunicaciéon deben tener
mecanismos para detectar y corregir errores que alteren los datos recibidos debido a
multiples factores de la transmisidon. La deteccidén y correccidn de errores se implementa
bien en el nivel de enlace de datos o bien en el nivel de transporte del modelo OSI.

Por lo tanto, debemos asegurarnos que si dicha transferencia de informacién causa
errores, éstos puedan ser detectados. El método para detectar y corregir errores es
incluir en los bloques de datos transmitidos bits adicionales denominados redundancia.

Se han desarrollado dos estrategias basicas para manejar los errores:
Incluir suficiente informacién redundante en cada bloque de datos para que se
puedan detectar y corregir los bits erréneos.
Incluir sélo la informacién redundante necesaria en cada bloque de datos para
detectar los errores. En este caso el nimero de bits de redundancia es menor.

Si consideramos un bloque de datos formado por m bits de datos y r de redundancia, la
longitud final del bloque seréd n,donden=m +r.

El bit de paridad (par o impar) es un ejemplo de redundancia para detectar errores. El
inconveniente que tiene es que no es capaz de detectar un cambio en mas de un bit.
Hay otros tipos de métodos capaces de corregir dichos fallos, uno de estos fallos
consiste en afadir un bit de paridad vertical por cada grupo de bytes, cada uno de los
cuales lleva su propio bit de paridad. Si el error fuera miltiple este se podra detectar
pero no corregir.

Existen métodos mas efectivos como son los cédigos de Hamming que son capaces de
detectar errores multiples y corregir errores sencillos utilizando en proporcién menos
bits de paridad. Estos cddigos consisten en afiadir varios bits de paridad colocados en
las posiciones que son potencia de 2, de forma que cada uno proteja a varios bits del
dato. Estos cédigos son cada vez mas utilizados en las memorias.

Si lo que se pretende es la detecciéon de errores en las comunicaciones serie, existen
cédigos especiales ya que los errores producidos suelen afectar a varios bits
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3.5.

3.6.

consecutivos. Estos cddigos llamados polinomiales o de redundancia ciclica (CRC)
consisten en afadir a cada bloque un residuo (médulo) con respecto a un valor
concreto representado por un polinomio.

Los cédigos de Huffman presentan la particularidad de emplear cédigos de longitud
variable, de manera que el nimero de bits utilizados para codificar un caracter va a
depender de la frecuencia de utilizacién.

Clasificacion de los sistemas de transmision

El sistema de transmisién puede ser clasificado segtn diferentes criterios:

Segun sistema de transmision:
Por linea: cable de par trenzado, coaxial, fibra ptica.
Por radio: ondas terrestres y ondas via satélite.

Segun la direccionalidad de la transmision:
Simplex: la comunicacién se efectda en un solo sentido.
Semi-duplex: existe comunicacién en ambos sentidos pero no simultaneamente.
Full-duplex: hay comunicacién en ambos sentidos de manera simulténea.

Segun la forma de sincronizacién:
Asincrona: emisor y receptor se sincronizan cuando se envia un caracter.
Sincrona: se puede enviar la sefial de sincronismo a través de una linea
independiente o bien utilizar una codificacién auto sincronizada, de manera que
el dato incluya una sefal de temporizacidn.

Segun la naturaleza de la sefial:
Analdgicos: senal que toma valores continuos en el tiempo.
Digitales: sefial que toma un nimero finito de valores (si sélo toma 2 se llaman
senal digital binaria).

Problemas en la transmision

Los problemas asociados a la transmision estan relacionados con la naturaleza del
medio fisico de transporte, cuyo efecto en conjunto es la degradaciéon de la sefial
transmitida, que llega alterada al punto de recepcién.

Los problemas asociados a la transmisiéon de sefiales, se pueden enunciar como:
Distorsion: consiste, en alteraciones de la forma de la sefial, debidos las
caracteristicas del medio.

Atenuacion o pérdidas de potencia: consiste en la pérdida del nivel de la sefial,
debido al desgaste.

Alteracion de la temporizacién: causados por retardos, y tiempos de transmision
diferentes para distintas formas de sefiales.

Ruido: son las sefiales no deseadas que acompafian a la sefial enviada, y que
aparecen en recepcion debido a su paso por el medio, y que en ocasiones pueden
ocultarla, y, en todo caso dificultar su deteccién.
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